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ABSTRACT

An extension to the JPEGtandard(ISO/IEC DIS
10918-3) allows spatiahdaptive coding oftill images.
As with baseline JPEG coding, om@antization matrix
applies to an entire image channel, buadditionthe user
may specify a multiplier foreach 8x8 block, which
multiplies the quantization matrix, yielding the new matrix
for that block. MPEG 1 and 2 use much the same schem
except therehe multiplier changesonly on macroblock
boundaries.

We propose a method for perceptogtimization of
the set of multipliers. We compute tperceptual error for
eachblock basedupon DCT quantization erroradjusted
according to contrast sensitivity, light adaptation, and
contrast maskingand pick the set of multiplieravhich
yield maximally flat perceptual error over the blocks of the
image. We investigate the bitrate savimige to this
adaptive coding schenandthe relative importance of the
different sorts of masking on adaptive coding

1. ADAPTIVE JPEG

The JPEG image compressiostandard for the
compression of bothgrayscaleand color continuous-tone
still images isbasedupon theDiscreteCosine Transform
(DCT) of 8x8 image blocks, followed by lossy

€

visible quantization errorand more coarselyguantizing
coefficientswith less visibleerror. Ahumada & Peterson
[1], and Peterson, Ahumada, & Watson [2] have shown
how to compute this “perceptually losslesfor a variety
of viewing conditions. Watson [3ldemonstrated a
technique foroptimizing Q for a particular imageavhich
finds Q for a given imageuality or for a given bitrate.

However, the visibility ofquantization artifacts varies
with (among other things) the local luminance level and
the local contrast. lerder tofully exploit varying local
image characteristics, weneed a spatially adaptive
quantization scheme.

ISO/IEC DIS 10918-3 specifies an extension to the
JPEG standard which allows limited adaptive coding within
an image. Specifically, whil® remainsfixed throughout
the image, the user may specify a multipley for each
blockk. The quantized coefficient is then

Ui = Round[c”k /(qij Dim)] @

This scaling applies only to the Atefficients; the DC
guantization remains unchanged. The usgially chooses
one of twoprespecifiedables (linear or non-linear) of 31
possible multiplier values. For the linear tablsed for
the examples in this paper, the multipliease 1/16
through 31/16. A 5 bitndex identifies a particular table
entry, and asingle bit code isused tosignal blocks in
which the multiplier changes (unchanged blocks inherit the

quantization and lossless entropy coding of the results. Fomultiplier from the previous block, imaster scarorder).

clarity, we concentrate on thmase of asingle-component,
grayscalemage. In basic JPE@ncoding, quantization is
accomplishedhrough divisionandrounding,according to
the rule

Uik = Round[c”-k/qij] (1)
wherecy, is the(i,j)th coefficient in thekth block (in raster
scanorder), and g; arethe elements of theuantization
matrix, Q (integers between 1 and 255). The usgecifies
a single quantization matrix which isedthroughout the
image.

Thus there is acost of 6 bitsfor each change in the
multiplier.  We note that MPEG uses a simis@heme,
so that studying this form oédaptive codingfor still
images may provide insight into adaptive MPEG coding.

2. THE PERCEPTUAL ERROR METRIC

For adaptivequantization, weneed ameasure of the
local perceptual error, i.e. the local visibility of
guantization error. Here we adoptthe DCT-based
perceptual errometric developed byWatson [3]. In that

To compress the image as much as possible withoutMetric, thequantization errors foeach coefficient ineach

visible artifacts, one should desi@with the visibility of
the quantizatiorerror in each ofthe DCT coefficients in
mind, more finely quantizingcoefficients with more

block are scaled by the corresponding visual sensitivities to
each DCT basis function in each block. Theseasitivities

are determined bythree factors: contrastsensitivity,
luminance masking, and contrast masking.



The contrast sensitivity y for each DCT basis
function has beemeasured by Ahumadsat al [1] who
also provided dormula for approximatinghis sensitivity
under a variety of viewing conditions.

Due to light adaptation, thegreater the mean
luminance of an image region, tlygeaterthe amplitude

P. the minimum bitrate for a give is obtained when all
p, = P. Thereforethe optimization ofM reduces to
separately adjustingach scaldéactor, m,, until the block
perceptual error equathe desiredtotal perceptual error.
Here we separately optimize the element®ofo getflat
perceptual error acrogke blocks of the imageyhereas

required to see a pattern within that region. Watson [3] haswatson separately optimized the elementQadb getflat

suggestedthat one may approximate¢his luminance
maskingby computing block contrast sensitivities
— —a
Vijk:Vij(COOKICOO) ' ©)
where ¢, is the DC coefficient of block k, T, is the

mean luminance of the displagnd a; determines the
degree of masking (he recommends a value of 0.65).

The visibility of a pattern is reduced by the presence of

other components in the image. Té#ect is strongest
when the two componenggppear athe same location in

the image and share the same spatial frequency. We follo%

Watson [3] and model thiontrast maskings
— ; Vi
Sjk = Vijk EMm[L|Cijk|Vijk] @)
wheres;, is theblock masked contrastensitivityandw;
determinesthe degree of contrast masking (Watson

recommendswgy,, =0, and w; =0.7 for all other
coefficients).

perceptual error acro$sequency. The perceptual error in
block k is a roughly monotonic function of,, so
efficient search procedures may be used.

We mustspend 6 additionabits for every block in
which the quantization multiplier differs from the previous
block (in raster-scan order}-or largeimages thisnumber
of bits may be small compared to the total humised to
codethe image. When no constraintare placed on the
number of multiplier changes, igeveral examples we
found that thepercentage obits spent oradaptive coding
verhead was as high as 6% for a 384x256 image. In the
MPEG-2 Test Model 5 encoder, the indajo the table of
scale factoranust differ by atleast 3, or else thecale
factor remains unchanged. We developedose principled
approach for decidinghen to chang¢he scale factors, so
as to maintain the same total perceptual error.

Starting with the optimal set of multipliers, we are

Perceptual error in each frequency of each block is therduaranteedhat theperceptual error in eachlock is less

computed by multiplying theuantization errog;, by the
block masked contrast sensitivity,

dijk = 8jkSik ()
To get the total perceptual error, we need to pooletha's
over both frequency and space. To simplify our
optimization procedure, we take

P = Max(dy 6)

3.0OPTIMIZATION

Ideally one shouldjointly optimize the quantization
matrix, Q, and the matrix of multiplierdl. To simplifiy
matters, we find the two matrices separately. dpimal
Q andM should be reasonablgdependentsince it seems
unlikely that spatiallyadaptingthe quantizerwill greatly
changethe shape of theptimal Q, which indicates the
relative coarseness with which to code differfeetjuencies.
Furthermore, jointly optimizing the two matrices would be
unrealistic forMPEG, in which onespecifiesQ for an
entire group of pictureand would thus have to jointly
optimizeQ and, say, 12 matrices.

We first optimizeQ using themethoddescribed by
Watson [3], with spatialand frequencyerror pooling
performed bytaking the maximumover the blocks and
frequencies, respectively.

The procedurefor optimizing M for a given total
perceptual erro?, is quite parallel to thaised to findQ.
SinceP is equal tothe maximum bloclkperceptual error,

than orequal tosomeP. Higher scale factorsorrespond

to lower bitrates and higher perceptual error. Therefore, we
lower a scale factor from the recommended valuth& of

the previousscale factor, ifthe coarserquantizationdoes

not save us at least 6 bits (the k8ts/edcan be estimated
on a block-by-block basis). Weever raisghe value of a
multiplier, since thiswould increasethe perceptualerror
above the target amount.

4, RESULTS AND ANALYSIS

Here weshow some results of applying oadaptive
coding algorithm. Figure 1 shows the orignal image.
Figure 2 shows the results of applying Watson-
adaptive coding method to find @ which vyields a
perceptual error oP=1. Assuming that ouwisibility
model is correct, athis P we should be“perceptually
lossless”under the prescribedviewing conditions(mean
luminance = 65 cd i 32 pixels/deg).

Figure 3 shows the matrid resulting from our
adaptive codingnethod, agairaimed atP=1, where mid-
gray represents a multiplier of 1, i.e. nbangefrom non-
adaptivecoding, and in lighter blocks we moreoarsely
quantized in the hopes of acheiving a lower bitrate.
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Figure 3: multipliers for Figure 4

Figure 4 shows theadaptively codedimage. The
bitrate for thenon-adaptivelycodedimage was 1.2%pp,
andfor the adaptivelycodedimage, 1.01 bppwhere0.04
bpp were devoted toodethe matrixM. This is abitrate
savings of roughly 22%. Note that no blodieve been
more finely quantizedthan in the non-adaptivelycoded
image;eachblock has either the sanperceptual error as

Figure 2:
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Figure 6: blocks in Figure 5 with P > 1
Many currently implementedolutions tofinding the
guantization scale factoese basedipon the heuristic that
quantization errorsvill be more visible in flat regions of
roughly constant graylevel than in regiomgh “texture,”
andthus one shouldiuantizemore finely in flat regions.
This resembles the contrast masking part of pmrceptual
error model. A number of measures of “texturenésse

before, or greater. If our perceptual model is correct, thesé?@en suggestedandmany of themresemblethat of Test

added errors will not be visible.
Figure 5 shows the results oon-adaptive coding

Model 5 (a suggestedIPEG-2 encoder)which calculates
the variance of eactblock and computes anormalized

using Watson’s algorithm, at the same bitrate as our activity” measure:

adaptiveresult. Highlighted regions in Figure ifidicate
blocks withP>1; blocks where we expect Figure Shave
more visible error than the adaptively-coded Figure 4.

act, =1+ Gﬁ 7
norm. activity = (2 Cact, +avg_act)/(act, +2[avg_act)



where o2 is thevariance ofblock k, andavg_actis the
averagevalue of the local activityact. The quantization
multipliers are chosenaccording tothis activity measure
and “buffer fullness,” which is a measure of how many bits
have beenspent in the image sar compared to the
number which would have been spent if bitsre parcelled
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Figure 8: multipliers for Figure 9
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Figure 7: multipliers, luminance masking only
It is worth comparing the results using tlrisuristic

for the visibility of error to the results using oumore
complicated modelwhich also incorporates luminance
masking. This isparticularly true because luminance
masking seems taccount formuch of theappearance of
our optimalM matrix; Figure 7 shows th& matrix
resulting from our optimizationprocedureusing only
luminance maskingw(; was set to 0)and it looks agreat
deal like the matrix in Figure 3. For comparison, Figure 8
shows the multiplier matrix resulting from applying the
Test Model 5 activity-based adaptiveoder (modified to
allow a new multiplier ineachblock), at the sambitrate
as the image in Figure 4. This matrix lookgite
different. Figure 9 shows the resulting image, and
highlighted blocks in Figure 10 are the blocks vidth 1.

CONCLUSIONS

!I 3 ]

We have demonstrated amethod for perceptual
optimization of the multiplier matrix,M, in JPEG
adaptive coding. In the example shown, this method yields

Figure 10: blocks in Figure 9 with P>1
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